Learning from failure across multiple clusters: A trace-driven approach to understanding, predicting, and mitigating job terminations

Abstract—In large-scale computing platforms, jobs are prone to interruptions and premature terminations, limiting their usability and leading to significant waste in cluster resources. In this paper, we tackle this problem in three steps. First, we provide a comprehensive study based on log data from multiple largescale production systems to identify patterns in the behaviour of unsuccessful jobs across different clusters and investigate possible root causes behind job termination. Our results reveal several interesting properties that distinguish unsuccessful jobs from others, particularly w.r.t. resource consumption patterns and job configuration settings. Secondly, we design a machine learningbased framework for predicting job and task terminations. We show that job failures can be predicted relatively early with high precision and recall, and also identify attributes that have strong predictive power of job failure. Finally, we demonstrate in a concrete use case how our prediction framework can be used to mitigate the effect of unsuccessful execution using an effective task-cloning policy that we propose.

INTRODUCTION

In the era of big data, scientists, businesses and governments alike depend critically on systems and frameworks for the effective processing of ever growing amounts of data. While the capability of large-scale systems in terms of the volume of data they can handle has increased at breakneck speeds, reliability and dependability have not quite kept up at the same pace. In fact, reliability concerns have been on the rise for different types of large-scale systems: whether in traditional high-performance computing (HPC) platforms where applications are expected to abort every few minutes in nextgeneration machines [16], or in cloud computing environments that run diverse workloads on top of complex software and heterogenous hardware, increasing a job’s proneness to faults and errors [5], [8], [10], [13]. Several recent studies that analyzed a large workload trace made publicly available by Google [17] for one of their multipurpose clusters, found that a large fraction of cluster time was spent executing jobs that terminate unsuccessfully (e.g. fail or get killed) [5], [8], [10], [13], highlighting the need for an in-depth understanding of how and why jobs terminate in large-scale systems. While these studies provide some insights into the characteristics of unsuccessful executions in Google’s cluster, there has been no follow-up work that investigates the generalizability of the reported findings to other computing clusters, or to other classes of large-scale systems. Moreover, there has been no work that demonstrates how the results of these studies can be used to mitigate unsuccessful job executions or improve clusters in other ways. In this work, our first goal is to provide a comprehensive analysis of the characteristics and root causes of job termination, using workload traces collected at different systems. We utilize traces from three different sources: a multi-purpose cluster at Google [17], a Hadoop cluster at Carnegie Mellon University (CMU) [2], and a HPC cluster at Los Alamos National Labs (LANL) [3]. Using the traces, we investigate how and why large-scale jobs terminate unsuccessfully in parallel clusters, and based on our observations we propose and evaluate frameworks for job failure prediction and mitigation. The main contributions of this paper are as follows: • We provide a detailed characterization of factors that differentiate unsuccessful from successful job executions (Section III) and explore different hypotheses for root causes that might explain unsuccessful executions (Section IV). Our work extends previous work to include data sets for two new large-scale systems and covers factors that have not been explored in previous work. For some previously studied factors, we come to different conclusions from prior work. • We use machine learning techniques to predict unsuccessful execution at the job and the task level. We show that unsuccessful execution can be predicted relatively early on in a job’s lifetime and with high precision and recall (Section V). • We propose and evaluate a practical use case for how our findings and predictor can be used to mitigate job failure using task cloning, and discuss a number of other potential use cases (Section 6).

II. DESCRIPTION OF THE JOB TRACES

Our study is based on the following job traces collected at three different organizations: a) Google: This trace is publicly available [17] and captures all 349K jobs submitted to a 12,000 node multi-purpose compute cluster at Google over a one-month period. Jobs can consist of one or multiple tasks and for each task, as well as for the job as a whole, the exit status is recorded: jobs and tasks were marked as ‘finished’ if they completed successfully; ‘killed’ if they were aborted by the user or due to a dependency on another job that is no longer satisfied; ‘evict’ if the task was descheduled due to the arrival of a higher priority task on the same machine; and ‘failed’, typically as a result of a software crash. Tasks can have multiple attempts before the final exit, where each attempt has a status as well. Details about the trace are available in [9]. b) CMU OpenCloud: OpenCloud [2] is a 64-node Hadoop cluster at Carnegie Mellon University used by researchers in areas such as computational biology, image processing and machine learning. The traces were collected over a period of 30 months, cover 78K jobs and include information on job configuration and resource usage, as well as the exit status of each job in the cluster: ‘finished’ if it completes successfully; ‘killed’ if it is aborted manually by the user; and ‘failed’ if the job crashes. Details about the trace are available in [2]. c) LANL HPC Cluster: LANL made publicly available three years worth of job traces for a 256 node HPC system (system with ID 20 on their webpage [3]), which was used by scientists, typically to run CPU and memory-intensive scientific simulations. The traces contain data on job launch time and exit time, as well as the final status of each job: ‘finished’ when all application processes complete successfully; ‘aborted’ if the user canceled the job; ‘killed’ if an application process was terminated by a signal; ‘syskill’ if a job was killed by an administrative user, either due to maintenance or due to a problem; and ‘failed’ if one or more nodes running this job crashed. Details about the traces are available at [3], [15]. Table I summarizes the characteristics of the traces as well as the breakdown of the job exit status in each cluster. In terms of cluster time, we find that unsuccessful executions consume significant portions of compute cycles (more than 50% of cluster time in each trace).

III. WHAT CHARACTERIZES UNSUCCESSFUL JOBS IN LARGE CLUSTERS?

We begin by studying the characteristics of unsuccessful jobs across different clusters. Our goal is to utilize the traces described above to learn how failed or killed job executions exhibit patterns that distinguish them from successful executions. We examine various job attributes, including job duration, degree of parallelism, and utilization of cluster resources. a) Job duration: We define the duration of a job as the total amount of task-minutes spent by the job in the cluster before exiting. For the LANL cluster where jobs did not consist of tasks, we use node-minutes to denote job duration. In Table II, we compare in each cluster the distribution of job durations between jobs that failed, jobs that got killed, and jobs that completed successfully. We observe that in all three clusters, successful jobs consistently run for the shortest durations among all jobs scheduled in the same cluster, while killed jobs consistently spend the longest durations before they are terminated. This observation is intuitive since hanging jobs, for example, are aborted by users when they spend longer than usual to complete or when they stop responding to health-monitoring signals. Finally, we find that for the LANL HPC cluster, failed jobs report comparable durations to killed jobs, but in Google and OpenCloud, failed jobs are shorter than killed jobs. b) Degree of parallelism: In the Google cluster, 35% of batch jobs are multi-task jobs, 89.3% of which end up being killed, while more than 90% of single-task jobs complete. The portion of failed jobs is around 1.5% for both single- and multi-task jobs. In OpenCloud, tasks are either ‘mappers’ or ‘reducers’: more than 80% of the jobs had at least 2 mappers, and nearly 60% had 1 or 0 reducers. We use the number of mappers to indicate a job’s parallelism. Unlike Google, we find that the breakdown of job status is almost identical for single- and multi-task jobs at OpenCloud, and reflects the overall breakdown (recall Table I). In the LANL cluster, 79% of the jobs ran on a single node. We observe 70% and 50% success rates in single-node and multi-node jobs, respectively. The fraction of jobs that are killed or syskilled within singlenode jobs (22%) is almost doubled in parallel jobs (45%). Since parallel jobs spend more time in the cluster, they are naturally more likely to encounter problems. To account for this effect, we normalize the number of job interruptions observed in the traces by the total amount of task-weeks (or node-weeks) consumed by the jobs in each category. Figure 1 shows the results for all jobs in our dataset. Surprisingly, we find that when normalized by system time, parallel jobs exhibit lower rates of job interruptions per unit time compared to single jobs (with the only exception of killed jobs in the LANL cluster). c) Usage of cluster resources: We now study how cluster resources are used by completed jobs versus unsuccessful jobs. We begin by examining the amount of resources initially requested by a job at submission time. In Google, data on the amount of CPU, memory, and disk space requested by a job’s tasks is made available. In the OpenCloud cluster, data on the amount of virtual memory (VM) required by each mapper and by each reducer in a job are available in the job’s config files. In the LANL cluster, data is available on the number of requested processors by each job submission. Figure 2 plots the distribution of the average requested resources by tasks in a job (or just the requested number of processors in the case of LANL’s jobs), for jobs that complete, fail or get killed, separately. The first thing we observe is that resource requests varied distinctly between successful and unsuccessful jobs across all the clusters in our dataset. In Google, failed jobs requested significantly more memory and disk-space capacities than the rest of the jobs. In the OpenCloud cluster, the amounts of requested VM for mappers and reducers were left at the default value (1024 MB [1]) in more than 99% of jobs that completed or failed. Killed jobs were the exception, as their configured VM requests deviated significantly from the default settings. At LANL, jobs that failed or got killed reported significantly higher requests for processors in the cluster than other jobs. Our observations suggest that knowledge of the amount of cluster resources a job requests can potentially be used to predict the job’s final status. (We study the prediction of unsuccessful executions in Section V.) After examining resource requests, we now turn our attention to how these jobs actually consumed the cluster’s resources during runtime. Data on resource utilization is available from Google and OpenCloud only. In Google, data on the CPU, memory and disk usage is available for each task, aggregated over 5-minute intervals. The OpenCloud traces contain data on I/O task usage only, collected from Hadoop’s Distributed File System (HDFS) and node-local filesystem counters. We examine four I/O counters: the amount of bytes read by mappers when a job starts (HDFS\_BYTES\_READ); the amount of bytes written by reducers when the final output is produced (HDFS\_BYTES\_WRITTEN); the amount of bytes read from the local filesystem on a reducer node (FILE\_BYTES\_READ); and the amount of bytes written by mappers to local disks when the map output is produced, combined with the amount of bytes spilled by reducers during the shuffle phase (FILE\_BYTES\_WRITTEN). Figure 3 studies the distribution of the average utilization of cluster resources by jobs at the Google and OpenCloud clusters. We observe different resource-usage behaviours between successful and unsuccessful jobs. At Google, killed jobs used more CPU and memory than the rest, while failed jobs reported dramatically higher I/O utilization rates. It is worth noting that I/O consumption here refers to node-local disk usage; Google’s traces do not contain any information on the GFS (Google File System) usage. In OpenCloud, we also observe different I/O-usage behaviours between completed and interrupted jobs; most notably, we find that failed jobs report the highest rates for I/O writes to local disks in worker nodes. This agrees with our observation for the Google cluster, where failed jobs also report the highest local-disk usage rates across all jobs.

IV. WHAT ARE SOME POSSIBLE ROOT-CAUSES BEHIND UNSUCCESSFUL EXECUTIONS?

We now use the traces to investigate different hypotheses that could shed light on the possible root causes behind job termination in large-scale clusters. A. Resource-Limit Violation One possible hypothesis is that jobs do not execute successfully because of insufficient resources. For example, at Google a task that uses more memory than what it requested at start time can be terminated by the resource manager, and tasks that use more CPU time than their requested amount may be throttled [9]. We are interested in learning how frequently such resource violation issues happen in the field, leading to job or task termination. We use the traces from Google to explore this question, as it is the only dataset where information is made available for both CPU/memory limits and CPU/memory usage for each task in the cluster. We compute for each task in the trace the ratio between the average amount of CPU/memory consumed by the task over its lifetime to the amount of CPU/memory requested by the task at submission time. Figure 4-(a) plots the distribution of this ratio in Google’s tasks, broken down by task exit status. Additionally, we consider the ratio between the maximum amount of CPU/memory ever reported by a task during execution to the task’s requested CPU/memory, in Figure 4-(b). The data points above the horizontal dashed line in the graphs (which refers to ratio=1) correspond to tasks that exceeded their resource limits. We find that in the average case, tasks rarely exceed their memory limits, but 25% of failed tasks did exceed their memory limits at some point in their lifetime (see right plot in Figure 4-(b)). On the other hand, consuming more CPU cycles than initially requested was not problematic for the tasks in this cluster. In fact, tasks that completed successfully were more likely to exceed their CPU requests than other tasks. To better understand when a task’s memory usage soars during runtime, e.g. due to memory leaks, we computed the ratio between the average memory usage in the second half of a task’s lifetime to the average memory usage in its first half, for all of Google’s batch tasks. We found that 22.87% of failed tasks have more than doubled their average memory consumption over time (indicated by a ratio greater than 2); meanwhile, 13.5% and 9.68% of killed tasks and completed tasks, respectively, report a ratio greater than 2. Observation: For the Google cluster in our dataset, memory-management issues show a correlation with task failure. Even though failed tasks request significantly more memory than other tasks (see Section III), they are still more likely to exceed their memory limits and to experience dramatic growth in memory usage over time. B. Job Fault-Tolerance Configuration The next question we ask is whether the way a job is configured to deal with problems at runtime, such as slow or failing tasks, is correlated with job termination. In the Google and OpenCloud clusters, reliability and fault-tolerance are provided by the underlying framework through data replication and task re-execution (i.e. task retries upon failures). In the LANL cluster, jobs represent tightly-coupled HPC applications where fault-tolerance is achieved mainly through application-level checkpointing. The LANL traces do not provide any data on the checkpointing parameters for these jobs. Google also do not provide information on job fault-tolerance configuration, but the effect of task re-execution during runtime on job reliability can be analyzed using the logs on task events. The CMU OpenCloud trace however contains detailed information on job and task configurations (collected from Hadoop’s job config XML files). We next examine the fault-tolerance knobs that are used to configure Hadoop’s ‘speculative execution’ feature, handle bad data records, and manage task retries. a) Speculative Execution (SE) in OpenCloud: SE in Hadoop is a way of dealing with cases where a mapper or a reducer task in a parallel job ends up on a slow node, therefore slowing down the entire job. The framework will then schedule redundant clones of the slow task on multiple machines and eventually collect the output from the first clone that completes. Users have the option to disable the SE feature for their jobs by unsetting these SE flags: map.tasks.speculative.execution and reduce.tasks.speculative.execution. By analyzing the OpenCloud config files, we find that 99% of scheduled jobs left this feature enabled for both mappers and reducers. When separating jobs by exit status, we find that while only 0.02% and 0.5% of completed jobs and killed jobs, respectively, disabled SE for mappers and/or reducers, a much higher fraction of 2% of failed jobs had disabled the feature (divided almost equally between jobs that disabled SE for both mappers and reducers and jobs that disabled SE only for mappers). b) ‘Skip’ Mode in OpenCloud: The ‘skip’ mode is one of Hadoop’s ways of identifying bad input data that might be causing tasks to fail. The framework enables this mode after the number of attempts by a task reaches a certain limit (configured through the parameter mapred.skip.attempts.to.start.skipping), after which the task must report to the framework which data records it will process next. If the task ends up failing, the framework would know which records are possibly the problematic ones in order to skip them in future attempts. In the OpenCloud cluster, we find that the task-attempt limit after which skip mode is enabled was left at its default value of 2 attempts in 96% of the jobs. When considering the exit status of the job, we find that 96.5%, 97.6% and 95.5% of completed jobs, killed jobs and failed jobs, respectively, had the default configuration for this parameter, with the second most popular value being 16 in all job-status groups. c) Limit on Task Retries in OpenCloud: We now consider the maximum number of attempts a mapper task or a reducer task can make before the framework terminates it, configured using the parameters mapred.map.max.attempts and mapred.reduce.max.attempts. In the OpenCloud cluster, 4% of all jobs modified the default limit (4 attempts) for mapper tasks, while only 1% of the jobs modified the retry limit for reducer tasks. Figure 5 shows the detailed breakdown of the task-retry limits configured in OpenCloud’s jobs. We find that the value for this limit went as high as 100 for mappers and 130 for reducers. The bar plots show that killed jobs had the largest fraction of jobs with high limits on task retries that exceeded the default setting, followed by failed jobs, for both mappers and reducers. Observation: For the CMU Hadoop cluster where configuration data is available, unsuccessful jobs were more likely to have fault-tolerance configurations that deviate from the default framework settings; e.g. the disabling of speculative execution and the increase in the allowed limit on task retries. C. Task failures causing job failures In this section we investigate what role task failures play in job failures. More than 98% and 95% of failed jobs at Google and CMU, respectively, had at least one failed task. In contrast, only 0.25% and 20% of completed jobs at Google and CMU, respectively, had one or more failed tasks. That motivates us to review the effectiveness of the key mechansims for task-level fault-tolerance, which consists of retrying a failed task. We begin by asking the question of how likely a task retry is to succeed, following one or more failed attempts. Figure 6 plots the probability of a task succeeding in the next attempt as a function of the number of past failed attempts, for both Google (top) and OpenCloud (bottom). It is worth noting that the probability of a task succeeding in the first attempt without past failures (not shown in the graphs) is 98% and 97% in Google and OpenCloud, respectively. We observe from the left-most graphs in Figure 6 that this probability drops dramatically to 42% and 28% in Google and OpenCoud, respectively, in the first task retry (i.e. after making one failed attempt). In the second retry, a task’s success chance drops further to only 2% in Google and 11% in OpenCloud. The probability of succeeding after more than two or three attempts becomes negligible in both clusters. Interestingly, when considering single-task jobs only (rightmost graphs), we find that the probability of succeeding in the first task retry is much lower than in parallel jobs (middle graphs): 13% and 15% in Google and OpenCloud, respectively. Note that the probability of a single-task succeeding without failures (not shown in the graphs), is 97% in Google and 90% in CMU, so these lower retry chances are not explained by lower initial success chances. One possible explanation of this observation in single-task jobs is the lack of race conditions that may affect the completion of parallel jobs, therefore making single-task jobs fail more deterministically. While our observations above indicate that retrying tasks more than twice is almost futile, we find that many users are optimistic beyond hope, wasting significant cluster resources in the process: We studied the distribution of #task retries in failed tasks at Google and OpenCloud and found that 70–90% of failed tasks tried re-executing more than once and 15–30% tried re-executing more than twice. Some failed tasks tried re-executing up to 70–100 times before their terminal failure. Observation: For the clusters in our dataset where task reexecution is the recovery mechanism, we find that attempting to re-execute a task more than once or twice is futile. Yet, we find that larger numbers of retries are common in tasks that terminally fail, and that task failure is strongly associated with the entire job failing. D. Machine Outages Another possible root cause behind job interruption is the failure of the physical machine (node) hosting the job. In our dataset, information on node outages are available for the Google and LANL clusters. At Google, records of all machine removals from the cluster that happened during the data collection period are available. The ‘removal’ of a machine could either be due to planned maintenance or unplanned failure. According to Google [17], whenever a machine is removed, any task running on it will have a task ‘evict’ event logged and the framework will try to re-schedule the task on another machine. At LANL, records of all node outages that happened during the trace collection period are also available. According to the LANL website [3], when a node fails, all jobs running on it should exit the cluster with a ‘failed’ status. We examine the effect of node outages on job reliability in the Google and LANL clusters, by correlating the logs on machine events with the traces on job events. We are particularly interested in quantifying the fraction of job terminations that can be attributed to machine outages. Therefore, we use the recorded timestamps to identify all tasks at Google and all jobs at LANL whose execution was interrupted by a machine outage event. Table III presents the breakdown of the types of job/task events correlated with machine removals (left column); we also show for each event type, what fraction of the total number of events of this type are correlated with machine outages (right column). For example, in the Google cluster, we find that 91% of the task events that were interrupted by machine removals at Google are task ‘evicts’, and that these machine-related evicts constitute 16% of all task evicts that appear in the trace (the remaining evicts are most likely due to preemption by higherpriority tasks). The second-highest event type that appears with machine removals at the Google cluster are task kills (8.4%). One hypothesis is that these kills could be related to sudden machine failures where no proper termination signal was sent to the tasks before the machine shut down. Interestingly, when we turn to the LANL cluster, we find that more than 90% of job events correlated with machine shutdowns were either ‘syskilled’, ‘killed’, or ‘aborted’. Task and job ‘fails’ constituted only 0.3% and 2% of all machine-removal related events at Google and LANL, respectively. In the Google cluster, these task fails represent a tiny fraction (0.004%) of all task-attempt failures that appear in the trace. At LANL, job failures correlated with machine outages explain 5.4% of all job failures in the cluster. Observation: For the clusters in our dataset where machineoutage logs are available, we find that the majority of task/job events correlated with machine removals are evicts or kills. Machine removals can be identified as the root cause behind task failures very rarely at the Google cluster, and explain around 5% of job failures at the LANL cluster.

V. PREDICTION OF UNSUCCESSFUL EXECUTIONS

After studying the properties of unsuccessful jobs and investigating several possible root causes behind their termination, we now ask the question of whether we can predict the unsuccessful termination of a job during runtime. We focus primarily on the Google traces to design and evaluate our prediction framework, since these traces contain detailed information on job and task executions and high-resolution logs of CPU, memory, and I/O usage. A. Design of Prediction Framework Our goal is to design a framework that is capable of predicting the unsuccessful termination of a job or a task running in the cluster. Table IV summarizes the input variables we use as predictors. Fields under ‘Config’ refer to variables whose values are known at job configuration time, i.e. before execution. Fields under ‘Counters’ and ‘Usage’ are known only during runtime. Prediction technique: We use Random Forests [4] (RF), the decision-trees based machine-learning technique, to make predictions about jobs and tasks. We configure the RF algorithm to use 50 trees in each iteration, and we split the data such that 70% of Google’s jobs in the traces are used for training and 30% for testing. Prediction knobs: We use a default classification (decision) threshold of 0.5 to predict class membership, but in some of our experiments we vary the threshold from as small as 0.1 and up to 0.9. For our training set, we experiment with various ratios between the positive and negative classes of data points in order to correct for the bias in the original data (since the ratio between successful and unsuccessful events is not balanced)–a technique commonly referred to as ‘data oversampling’. Metrics: The metrics we use to quantify the quality of our predictions are precision and recall, two standard machine learning metrics. Precision refers to the number of true positives divided by the number of true and false positives. Recall is the number of true positives divided by the number of true positives and false negatives. For example, when predicting whether a job is going to fail, precision refers to the fraction of jobs that did actually fail out of all the jobs that were predicted to fail, and recall refers to the fraction of jobs that were predicted to fail out of all the jobs that did actually fail. Note that another common metric, accuracy, which was used in some prior work [6], [11], [12], is not an interesting metric for the type of events we are trying to predict. Accuracy is true positives plus true negatives divided by the entire population (= 1 - missclassification rate). For rare events, a predictor that always makes negative predictions will have high accuracy, but is not very useful in practice. Prediction scenarios: We experiment with different scenarios, beginning with the simplest one: can we predict a job’s unsuccessful termination using only data available at job submission time? We call this scenario ‘Config only’. The second scenario we explore assumes knowledge of early resource-usage indicators of the job, particularly the average and standard deviation in the CPU, memory, and disk consumption of the job’s tasks over the first 5 minutes of execution (in addition to configuration parameters). For jobs that ran for shorter than 5 minutes, we noticed that a subset of these shortlived jobs had valid usage logs recorded in the traces (e.g. over the first 2 or 3 minutes of execution).We included these shortlived jobs with usage data in our experiments. We refer to this second scenario as ‘Config + 5min Usage’. In the third prediction scenario, we add a runtime flag that is set to TRUE once a single task-failure is detected across all tasks in a job. We refer to this setup as ‘Config + TaskFailFlag’. Finally, the fourth scenario assumes knowledge of all the parameters discussed above: ‘Config + 5min Usage + TaskFailFlag’. B. Job-Kill Prediction We begin by exploring if job ‘kills’ can be predicted accurately in Google. Recall that a kill in the Google cluster can indicate either a manual abort by the user or a termination due to an unsatisfied dependency. Once a job is killed, all its tasks are also killed immediately. Figure 7 shows the precision and recall obtained under our different predictors; the left graph shows the results when varying the classification threshold from [0.1–0.9], and the right graph shows the results under a fixed threshold of 0.5 while varying the sampling ratio in the training set. We find that job kills can be predicted very accurately even under the simplest scenario of using only job configuration parameters. When taking a closer look at the output of the decision trees, we find that the amount of CPU, memory, and disk requested by the job plus the job’s degree of parallelism were marked as the most significant predictors of a job kill. We also observe that the quality of the predictions for job kills are more sensitive to the classification threshold than they are for the training sampling ratio. We next explore if the same level of high-quality predictions can be achieved for predicting a job failure. C. Job-Failure Prediction Figure 8 shows the precision and recall obtained when running our job-failure predictor, using the same configurations described above for job-kill predictions. We observe much higher variability in the quality of the predictions obtained under different settings, as well as a broader spectrum of precision-recall tradeoffs. Using job config data alone no longer produces the same excellent results as was the case with job kills. Nevertheless, it is interesting to observe that just by looking at how a job is configured we can predict with up to 79.5% precision that a job will fail, recalling more than 50% of all failed jobs. A closer look reveals that the amount of disk-space requested by a job is the significant predictor used by the decision trees. We find that considering a job’s first five-minute resource utilization improves the predictions to some extent, but the most significant improvements are achieved when we include the TaskFailFlag. Using this flag, we can successfully recall up to 94% of all failed jobs with at least 95% precision. To better understand how much benefit can be reaped by this predictor in practice, we examine how early in a job’s lifetime does the first task failure happen. Figure 9 plots the distribution of the remaining time in a parallel job (left) and remaining portion of a parallel job’s lifetime (right), after the first task failure happens. We find that the median time-to-exit in failed jobs is around 60 minutes, and in killed jobs a whole day. In terms of remaining job portions (Figure 9-(right)), we find that the median is around 60% across all job-status groups; i.e. half of the jobs with failed tasks run for roughly 40% or less of their total execution time before the first task failure event. This result shows that job failure can be predicted early and accurately. Given that a single task failure is a strong predictor of a job failure, the next natural question to ask is whether we can predict the failure of a task within a job. D. Task-Failure Prediction Recall that in case the first attempt at executing a task ends in failure, the task might be retried a few more times. We first look at predicting a task’s final status, i.e. the status when the tasks exits (possibly after a number of task retries) in Section V-D1, and later, in Section V-D2, at predicting the status of intermediate retry attempts. 1) Predicting final task status: In addition to the scenarios described above, we add an AttemptFailFlag predictor, which we set to true if at least one attempt for this task failed in the past. Figure 10(a) shows the task-level results. We observe that using config data alone produces less precise predictions compared to jobs, and that knowledge of the task’s resource usage in the first few minutes improves the predictions more significantly than when used for job-level predictions. The reason might be that the job’s view has lower resolution than the task as it considers the average consumption of all co-tasks in the job. Finally, we find that using the AttemptFailFlag produces the highest improvement in the predictions, particularly for our recall rate. This observation led us to our next question: can we predict failures on the task-attempt level? 2) Predicting task-attempt failure: Figure 10(b) shows that the failure of individual task attempts can be predicted with higher precision than task-level and job-level failures. The amount of requested memory, requested disk space, and degree of parallelism were marked as most significant predictors by the decision trees.

VI. MITIGATING THE EFFECT OF UNSUCCESSFUL EXECUTIONS

In this section, we explore how the findings of our work and the prediction framework could be used to mitigate the effect of unsuccessful job executions. We start with a series of different suggestions in Section VI-A and then present one specific use case in Section VI-B where we develop one of the suggestions into a concrete algorithm and evaluate its effectiveness in trace-driven simulations. A. Policy recommendations Previous work on predicting task failures and kills has focused exclusively on using those predictions to proactively terminate jobs that are likely to be unsuccessful. We believe that the usefulness of this approach is questionable in practice for at least two reasons: First, a user will likely be unhappy if their job is being killed by the system with the only reason being that the system believes the job is unlikely to succeed. It also makes the possibly incorrect assumption that a job which eventually fails does not have any value for the user: jobs might generate output continuously throughout their runtime and those intermediate results can be useful to the user. Second, proactively killing a job makes it very difficult for the user to determine what the problem was with that job. Letting the job run until it fails by itself might generate error messages or debugging information that the user can use for trouble shooting and fixing their job. Instead, we make a number of alternative suggestions, which we believe to be more practical and impactful: • Limiting the number of retries: Our first suggestion is simple: Given that the success rate of retrying a failed task drops to zero quickly with the number of attempts (recall Figure 6), we recommend putting a cap R on the number of times a task is retried after failure, to limit the amount of wasted resources. • Turning on additional monitoring: Often jobs are able to generate a lot of additional monitoring and debugging information, but collection of such information is typically disabled during production runs for efficiency reasons. One potential use for our prediction framework would be to dynamically enable the collection of additional information once unsuccessful execution is predicted, for the user to use this information later for trouble shooting. • Increasing frequency of checkpoints: Many programs rely on periodic checkpoints that can be used for recovery in the case of failure or to provide intermediate results for killed/failed jobs. Our prediction framework could be used to turn on checkpointing or increase checkpoint frequency once unsuccessful execution is being predicted. • Adjusting scheduling priority or allocated resources: Given that both a job’s scheduling priority [13] and its allocated resources are correlated to its exit status, one could consider adjusting these attributes based on exit status predictions. The specific details of such a policy would depend on system internal details on what those jobs are and what makes them likely to fail. One could argue that priority and resources should be reduced for jobs that are unlikely to succeed in order to reduce the negative effect they might have on other (more promising) concurrent jobs and on overall resource usage. Alternatively, one could argue that for jobs predicted to fail that are deemed important, their priority and resources should be increased in order to improve their success chances. • Scheduling redundant tasks (speculative execution): Since it is difficult without further system-level information to make recommendations that reduce failure rates, we instead focus on strategies that minimize the damage done by failed tasks. One harmful side effect of failed tasks is that they are responsible for a significant amount of job slowdown. We therefore propose to use a strategy similar to the speculative execution used to deal with stragglers [1]: Once a task is predicted to likely end in failure, we proactively start a clone of the task in parallel, rather than waiting until the task fails and then start a retry. While this will not increase the task’s chances of success, it means that the final execution status is reached faster. We work out the details of such a strategy, including a trace-driven evaluation of its benefits in the next section. B. Use case: Proactive cloning To minimize the slowdowns caused by failing tasks [13], our goal is to ensure that tasks that fail do so quickly. We propose to use our prediction framework from Section V to preemptively start early retry attempts for tasks that are likely to fail (i.e. overlap execution of the retry attempt with the first task attempt). For example, for a task that ends in failure after two failed attempts, our goal is to preemptively start a clone of the task in parallel with the first task attempt, rather than waiting until the first attempt fails and then serially starting a second attempt. If the clone is started early enough, one would expect to shorten the time to completion significantly. We modify our prediction framework slightly to use slidingwindows that monitor task resource usage online, instead of relying only on the first few minutes. Our cloning algorithm is described in Algorithm 1. The input parameters include a cap R on the total number of retries being created and C, the number of extra clones that are allowed to be created when failure is predicted for a task. In the remainder of this section we first evaluate how effective this method is at reducing task completion times and then evaluate overheads it creates. 1) Evaluation of task acceleration: We use simulations based on the Google trace to evaluate by how much task completion times can be accelerated using our proactive cloning policy. After training our predictor on a randomly selected training set of 25,000 tasks, we evaluate Algorithm 1 on a different, also randomly selected set of 25,000 tasks. We do so by replaying tasks exactly as given in the trace, except that we modify the start time of retries based on the predictor (i.e. a retry gets started as soon as failure is predicted). We assume that the execution time and exit status of individual task attempts is the same as in the original trace, i.e. it is not affected by changing its start time. While in reality execution times can vary from one run to another, it is reasonable to assume that in expectation and on average it will be the same. Note that the tasks that can benefit from our policy include all tasks which experience at least one failed task attempt, independently of whether a task eventually succeeds (after one or more failed attempts) or permanently fails (after multiple failed attempts). Figure 11(a) and (b) show the cumulative distribution function (CDF) of the completion time under Algorithm 1 as a fraction of the original completion time in the trace. For this experiment, we set R to 4 (i.e. a maximum of 4 retries), C to 1 (i.e. only 1 extra clone is started when a failure is predicted) and configure the failure prediction algorithm with 3 different thresholds, hence varying how aggressive the predictor is. Figure 11-(a) shows the results for jobs whose final exit status is failure and Figure 11-(b) shows the results for jobs that succeed (but after one or more failed attempts). We observe that even for a conservative predictor with threshold 0.9, the median failed job finishes 20% faster. More aggressive prediction does not significantly improve results. Figure 11-(b) shows the results for jobs who eventually succeed, but only after one or more failed attempts. Reduction in completion time is less in this case, but still significant. We also experimented with different values of the number of clones C and show the results in Figure 11-(c). We find that aggressively starting more than one clone when a failure prediction is made has only little benefit when it comes to completion times. However, as we will see in the next subsection it can come with significant overheads. 2) Evaluation of overheads: Note that for a perfectly accurate task-failure predictor the amount of work in the simulated system would be the same as in the original system, since the same work is executed, just at potentially different times (retries take place earlier). The only source of overhead are false positives of the predictor, which trigger a retry to be started, although it later turns out that a previously started attempt succeeds. Hence, the overhead will depend on how aggressive the predictor is (its threshold) and the total number of clones that is started after each failure prediction (i.e. the parameter C). Table V reports the overhead (the increase in total work on the system) that comes with different configurations of algorithm 1. We observe that in order to keep overheads reasonable, thresholds need to be conservatively chosen, in the range of 0.9 or higher.

VII. RELATED WORK

Several papers have recently studied the properties of unsuccessful executions in a large-scale system [5], [7], [10], [13], [14] by analyzing the workload traces made available by Google for one of their clusters [17]. One key limitation of this previous work is that it focused on a single cluster only, without investigating if the observed characteristics of unsuccessful jobs can be generalized to other systems. Our work extends these studies by broadening our dataset to include, besides the Google trace, logs from two other largescale systems at different organizations, and explores more factors that affect job and task reliability which previous work did not consider (e.g. resource-limit violation, job faulttolerance configuration, machine outages, and more). We find that some of the properties of unsuccessful jobs in the Google cluster that previous work reported do exist in other systems, such as relatively large resource requests and low chances of succeeding in task retries [13]. Other observed properties that show weaker trends in other clusters include the relatively high rates of job interruptions in multi-task jobs. Another set of papers [6], [11], [12] focused primarily on job failure prediction, using neural networks [6], [11] or linear/quadratic discriminant analysis [12]. All these papers propose a failure mitigation policy based on terminating jobs that are expected to fail. We provide a different prediction technique that achieves significant improvements in prediction quality over previous work, and uses random forests which are easier to train and use in practice. Our work is also the first to propose a number of practical ways a predictor could be used and to present and evaluate in detail one particular use case that exploits features available in distributed frameworks.

VIII. CONCLUSION

The dependability of parallel clusters critically relies on their capability to deal effectively with failures. This paper uses a sizeable dataset of workload traces from different production systems to study job terminations in parallel clusters. We identify patterns that distinguish how unsuccessful jobs are configured and executed in the field. We find that across multiple clusters, unsuccessful jobs ran for longer durations, requested more cluster resources, reported heavier I/O activity than completed jobs and more often have parameter configurations that deviate from a framework’s default parameters. Our analysis points to several factors as important possible causes behind job failures (e.g. resourcelimit violation and memory leaks), and identifies others as less significant (e.g. machine failures). We design and evaluate an effective predictor of job and task terminations and identify parameters with strong predictive power of job or task termination. We find that knowledge of job config parameters known at launch time alone is sufficient to predict whether a job is going to be killed, and that a single task failure is a very accurate and early indicator of a job failure (despite built-in methods for recovering failed tasks, such as task retry). We are also able to predict accurately and early in its lifetime the exit status of individual task attempts, with the help of online resource usage. Finally, we propose a number of methods for employing our results to mitigate failures in clusters and provide a detailed evaluation of one of them: we demonstrate how task cloning guided by failure prediction can be used effectively to limit the effect of unsuccessful executions.
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